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Модуль 1 Ввод и контроль данных

Тема 1. Основы обработки и анализа статистической информации
  
Цель: знакомство c теоретическими основами обработки и компьютерного анализа социологической информации в условиях развития современного социогуманитарного знания. 

Содержание 
Как известно из истории развития информатики, программы в 70-х гг. представляли собой пакеты перфокарт. Как раз на это указывает и исходное название программы, которое авторы дали своему продукту: SPSS — это аббревиатура от Statistical Package for the Social Science. В 1970 году работа над программой была продолжена в Чикагском университете. В 1975 была разработана уже шестая версия (SPSS6). До 1981 последовали версии 7, 8 и 9. Командный язык SPSS в то время был естественно ориентирован на перфокарты. Год от года постоянно увеличивалось количество процедур. С появлением персональных компьютеров была разработана также и PC-версия SPSS, с 1983 года появилась PC-версия SPSS\PC+. рассчитанная на MS-DOS. Первая версия SPSS для Windows имела порядковый номер 5. 
В начале 1996 года появилась 7-я версия SPSS, сначала как версия 7.0, а затем 7.5. Наряду с расширением возможностей в сфере статистики, разница между этими двумя версиями заключалась в том, что в версии 7.5 как меню, так и интерфейс программы были выполнены уже не только на английском, но и на других наиболее распространенных языках. 
Модули SPSS. Основу программы SPSS составляет SPSS Base (базовый модуль), предоставляющий разнообразные возможности доступа к данным и управления данными. SPSS Base (Базовый модуль) SPSS Base входит в базовую поставку. Он включает все процедуры ввода, отбора и корректировки данных, а также большинство предлагаемых в SPSS статистических методов. Наряду с простыми методиками статистического анализа, такими как частотный анализ, расчет статистических характеристик, таблиц сопряженности, корреляций, построения графиков, этот модуль включает t-тесты и большое количество других непараметрических тестов, а также усложненные методы, такие как многомерный линейный регрессионный анализ, дискриминантный анализ, факторный анализ, кластерный анализ, дисперсионный анализ, анализ пригодности (анализ надежности) и многомерное шкалирование. Regression Models - Данный модуль включает в себя различные методы регрессионного анализа, такие как: бинарная и мультиномиальная логистическая регрессия, нелинейная регрессия и пробит-анализ. Advanced Models - В этот модуль входят различные методы дисперсионного анализа (многомерный, с учетом повторных измерений), общая линейная модель, анализ выживания, включая метод Каплана-Майера и регрессию Кокса, логлинейные, а также логитлоглинсйные модели. Tables - Модуль Tables служит для создания презентационных таблиц. Здесь предоставляются более широкие возможности по сравнению со упрощенными частотными таблицами и таблицами сопряженности, которые строятся в SPSS Base (базовом модуле). 

Вопросы для самоконтроля: 
1. Охарактеризуйте методы и общие принципы обработки данных в SPSS 
2. Опишите теоретические основы обработки и анализа социологической информации и возможности SPSS 
3. Определите основные особенности программы и подготовка к работе в SPSS 
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Тема 2. Основные особенности программы и подготовка к работе со статистическими данными 
Цель: формирование у слушателей целостного представления о возможностях анализа статистических данных посредством программы SPSS. 
Содержание 
Модули SPSS. Основу программы SPSS составляет SPSS Base (базовый модуль), предоставляющий разнообразные возможности доступа к данным и управления данными. Он содержит методы анализа, которые применяются чаще всего. 
Традиционно вместе с SPSS Base (базовым модулем) поставляются ещё два модуля: Advanced Models (продвинутые модели) и Regression Models (регрессионные модели). Эти три модуля охватывают тот спектр методов анализа, который входил в раннюю версию программы для больших ЭВМ.

 

Интерфейс программы. Существует три типа окон, которые при работе с пакетом SPSS используются чаще других. 
Главное окно программы появляется при запуске SPSS, с него начинается работа с пакетом. 
Диалоговое окно Open File (Открытие файла) позволяет получить доступ к ранее созданным файлам. 
Базовые диалоговые окна хотя и зависят от конкретной процедуры, имеют схожие элементы интерфейса. Помимо этих трех типов окоп особое значение имеет окно вывода. Окно вывода появляется каждый раз после окончания обработки данных. Оно содержит результаты обработки, а также краткие пояснения по их интерпретации. 
Структура файла данных. Перед тем как начать ввод данных, необходимо определить структуру будущего файла. Для этого вы должны ответить себе на вопрос, как будут использоваться в анализах те или иные переменные. 
Кроме того, необходимо четко представлять себе структуру и взаимосвязи переменных в вашем плане исследования. Ниже перечислены наиболее характерные для файлов данных ошибки и недостатки. 
• Отсутствуют ключевые переменные (пол, возраст и т. п.), являющиеся основой для анализа. 
• Переменная плохо отражает содержание соответствующей реальной величины (например, на сложный вопрос имеются только два варианта ответа: «да» и «нет»). 
• При большом количестве независимых переменных отсутствуют зависимые переменные, отражающие цель исследования (или наоборот). 
• Недостаточно независимых переменных, влияющих на заданную зависимую переменную. 
Эти примеры демонстрируют, что залогом успеха как исследования в целом, так и создания файла данных в частности является тщательно продуманный выбор структуры данных. 
Вопросы для самоконтроля:
1) Определите среду SPSS (редактор данных, окно вывода, разделы меню, панели инструментов открытие и сохранение файлов). 
2) Дайте развернутое определение молулей SPSS. 
3) В чем специфика и основные преимущества программного пакета SPSS.
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Модуль 2 Применение математических методов для анализа и интерпретации эмпирической информации_1

Тема 3. Ввод статистической информации и работа с файлами данных 
Цель: рассмотрение особенностей ввода данных в SPSS и работа с файлами данных. 

Содержание 
Запуск SPSS. Редактор данных. Определение переменных. Ввод данных. Настройки редактора данных. Сохранение файла данных. Копирование описаний переменных. 
Кодирование и кодировочная таблица. Для того чтобы полученные данные можно было обработать, прежде всего следует создать кодировочную таблицу. Кодировочная таблица устанавливает соответствие между отдельными вопросам анкеты и переменными. используемыми при компьютерной обработке данных. Например, пункту анкеты "Пол" может быть поставлена в соответствие переменная. 
Переменные — это ячейки памяти, в которые можно записывать значения, введенные с клавиатуры. Мы выбрали для переменной имя sex, так как имена переменных в SPSS для Windows могут содержать до восьми символов. Другое, более подробное имя было бы слишком длинным. Имена переменных могут состоять из букв латинского алфавита, цифр и специальных символов; причем первым символом имени должна быть буква. 
Матрица данных. Данные, предназначенные для обработки в SPSS для Windows, должны быть представлены в виде матрицы. Матрица данных состоит из определенного числа строк и столбцов. Строки и столбцы образуют прямоугольную таблицу. При этом каждая строка соответствует одной анкете, а каждый столбец — одной переменной. Так как в нашем небольшом опросе участвовало 30 респондентов, матрица содержит 30 строк. Каждая строка включает четыре столбца для переменных fragebnr, sex, age и party. Редактор данных это приложение, напоминающее электронную таблицу. Под электронной таблицей подразумевается рабочий лист, разделенный на строки и столбцы, который позволяет про сто и эффективно вводить данные. Отдельные строки таблицы соответствуют отдельным наблюдениям. Например, при обработке данных опроса одна строка содержит данные одного респондента. Отдельные столбцы соответствуют отдельным переменным. При обработке данных наблюдений анкеты в одной переменной хранятся ответы на отдельный вопрос. Отдельные ячейки таблицы содержат значения переменных для каждого отдельного наблюдения; в каждой ячейке хранится одно значение переменной. Начнем с определения переменных. Переменную можно определить следующим образом: 
В редакторе данных дважды щелкните на ячейке с надписью var или щелкните на ярлычке Variable view (Просмотр переменных) на нижнем краю таблицы. 
Имя переменной Чтобы задать имя переменной, поступите следующим образом: 1.Введите в текстовом поле Name (Имя) выбранное имя переменной. В нашем примере мы сначала определим переменную fragebnr. Для этого введите в поле Name текст "fragebnr". 2.При выборе имени переменной следует соблюдать определенные правила: А)Имена переменных могут содержать буквы латинского алфавита и цифры. Кроме того, допускаются специальные символы _ (подчеркивание), . (точка), а также символы @ и #. Не разрешаются, например, пробелы, знаки других алфавитов и специальные символы, такие как !, ?," и *. В) Имя переменной должно начинаться с буквы. С) Последний символ имени не может быть точкой или знаком подчеркивания. D)Длина имени переменной не должна превышать восьми символов. E) В SPSS существуют следующие типы переменных: Numeric, Comma, Dot, Scientific notation (Экспоненциальное представление), Date (Дата), Dollar (Доллар), String (Строка).
 
Вопросы для самоконтроля: 
1) Дайте развернутую характеристику основных модулей SPSS 
2) Охарактеризуйте построение индексов как прием измерения и как составная часть анализа эмпирической информации. Какова роль индексов при сборе и анализе данных 
3) Определите значение изучения взаимозависимостей между социальными характеристиками 
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Тема 4. Модификация и преобразование данных 
Цель: получение общих представлений о возможностях метода анализа социальной и маркетинговой информации с помощью SPSS. 

Содержание 
Отбор данных. Отбор данных - это выбор наблюдений по определенным критериям; так, например, при опросе избирателей (файл wahl.sav) можно отобрать только мужчин, голосующих за ХДС/ХСС, а при опросе студентов (файл studium.sav) - только студенток, изучающих психологию и медицину. После этого все вычисления будут проводиться только с этими отобранными наблюдениям. Для этого в SPSS существует три принципиальные возможности: Выбор наблюдений по определенному условию (логическому выражению), Извлечение случайной выборки наблюдений из файла данных, Разделение наблюдений на группы в соответствии со значениями одной или нескольких переменных 
Операторы делятся на арифметические, логические и операторы отношения. Арифметические операторы применяются в так называемых арифметических выражениях (математических формулах), которые при отборе данных имеют лишь второстепенное значение. Арифметические операторы всегда можно использовать в логических выражениях, однако это встречается нечасто. Решающую роль эти операторы играют при модификации данных; поэтому они и описаны в разделе 8.1, посвященном модификации данных 
В SPSS реализованы две логические функции: RANGE (variable, begin, end): Функция RANGE возвращает значение 1, или true, если значение переменной лежит в диапазоне между заданными начальным и конечным значениями. Переменная может иметь как численный, так и строковый тип. RANGE (alter, 18, 22) возвращает значение 1, то есть true, если значение переменной alter лежит между 18 и 22 включительно. Можно задавать несколько диапазонов, например, RANGE (alter, 1,17, 63, 99). В этом случае функция возвращает true, если значение переменной alter лежит между 1 или 17 или между 63 и 99 включительно. В функции RANGE можно также использовать переменные строкового типа, например, RANGE (name, A,). Тогда функция будет возвращать 1 для имен, начинающихся с букв от А до М включительно. Если имя начинается с другой буквы, функция возвратит 0. 
ANY (variable, vail, va!2, val3,...): Функция ANY возвращает значение 1, или true, если значение переменной (значение первого аргумента) совпадает по крайней мере с одним из значений, указанных в последующем списке параметров (vail, va!2, va!3, ...). В противном случае возвращается значение 0 или false. Первый элемент, как правило, — переменная численного или символьного типа. Примеры: ANY (jahr, 1991, 1992, 1993, 1994) возвращает true, если значение переменной jahr равно 1991, 1992, 1993 или 1994. ANY (name, Schmidt, Meier, Raabe) возвращает значение true или 1 в тех случаях, когда переменная name содержит значения Schmidt, Meier или Raabe. Во всех остальных случаях возвращается значение 0. Не забывайте заключать строковые значения в двойные кавычки 
При большом количестве наблюдений для экономии времени может быть полезно использовать небольшую случайную выборку при первой предварительной проверке гипотезы. Чтобы извлечь случайную выборку из совокупности всех наблюдений, выполните следующие действия: Выберите в меню команды Data (Данные) Select Cases... (Выбрать наблюдения) Выберите пункт Random sample of cases (Случайная выборка), а затем щелкните на кнопке Sample... (Выборка). Откроется диалоговое окно Select Cases: Random Sample (Выбрать наблюдения: Случайная выборка). Модификация данных. В SPSS существует много возможностей для модификации данных. К важнейшим из них относятся: Вычисление новых переменных путем использования различных арифметических выражений (математических формул) Подсчет частоты появлений определенных значений Перекодирование значений Вычисление новых переменных при выполнении определенного условия Агрегирование данных Ранговые преобразования Вычисление весов наблюдений. 

Вопросы для самоконтроля: 
1) Когда применяется логические функции RANGE и ANY? 
2) Охарактеризуйте частотный анализ? 
3) Какие в SPSS существуют возможности для модификации данных? 
4) Объясните сущность ранговых преобразований? 
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Тема 5. Методы описательной статистики, меры центральной тенденции и разброса
 
Цель: изучение функция и плотности распределения случайной величины. 

Содержание 
Описательные статистики (descriptive statistics) — это различные вычисляемые показатели, характеризующие распределение значений переменной. 
Эти показатели условно можно разбить на несколько групп. 
Первая группа - меры центральной тенденции, вокруг которых «группируются» данные: среднее значение, медиана и мода. 
Вторая группа - характеризует изменчивость значений переменной относительно среднего: стандартное отклонение и дисперсия. Диапазон изменчивости характеризуется минимумом, максимумом и размахом. Асимметрия и эксцесс представляют меру отклонения формы распределения от нормального вида. Кроме того, существуют величины, выражающие погрешности некоторых статистик: стандартная ошибка среднего, стандартная ошибка асимметрии и стандартная ошибка эксцесса. Последние два показателя вычисляются программой SPSS вместе с асимметрией и эксцессом по умолчанию. 
Существует три основные меры центральной тенденции распределения. 
- Среднее значение (mean) равно сумме всех значений распределения, деленной па их количество. 
- Медиана (median) определяется как значение, находящееся в середине распределения, полученного из исходного путем упорядочивания по возрастанию. 
- Мода (mode) равна наиболее часто встречающемуся значению. 

Вопросы для самоконтроля: 
1) Раскройте сущность частотного анализа и особенности построения частотных таблиц 
2) Опишите особенности этапа подготовки, отбора и модификации данных 
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Тема 6. Анализ двумерной зависимости. Таблицы сопряженности.

Цель: формирование практических навыков работы со статистическими данными в программе SPSS от этапа сбора до анализа и описания результатов исследования в одной из практических областей работы социолога. 

Содержание 
CROSSTABS позволяет получать таблицы сопряженности многомерных
распределений и связей двух и более переменных. Рекомендуется исполь-
зовать CROSSTABS для переменных с небольшим числом значений (обыч-
но для неколичественных переменных), так как каждая комбинация значе-
ний соответствует новой клетке в таблице.
CROSSTABS /TABLES = v1 v2 BY v10 BY pol.
Таблицы сопряженности для пары переменных X и Y содержат частоты
Nij, с которыми встретилось сочетание i-го значения X и j-го значения Y.
Кроме того, в таблице обязательно присутствуют маргинальные частоты
Рис. 3.3. Ящичковые диаграммы
50
Ni.., равные сумме чисел Nij по i-строке; N.j – сумме по столбцу (частоты i-го
значения X и j-го значения Y, подсчитанные независимо) и N – общее число
объектов.
Основные подкоманды CROSSTABS:
/TABLES – задание таблиц;
/CELLS – статистики клеток таблицы;
/STATISTICS – статистики взаимосвязи переменных;
/METHOD – метод проверки значимости связи переменных;
/BARCHART – столбиковая диаграмма.
Графическое представление группировки. Графики часто позволяют обнаружить эффекты (как предполагаемые, так и неожиданные) быстрее, а иногда "лучше", чем численные методы. Категоризованные графики дают возможность строить графики средних, распределений, корреляций и т.д. "на пересечении" групп в соответствующих таблицах (например, категоризованные гистограммы, категоризованные вероятностные графики, категоризованные диаграммы размаха). 
Пакет SPSS for Windows обладает обширным арсеналом мощных и эффективных средств построения диаграмм. 
Наиболее часто используемые виды графиков. 
- Столбиковые диаграммы (bar graphs), или гистограммы для дискретных переменных. Эти графики применяются для отображения распределения частот встречаемости значений переменной, имеющей небольшое количество градаций. Например, с помощью столбиковой диаграммы удобно представить распределение учащихся по трем классам или по их ориентации на поступление в вузы четырех типов, и т. д. Столбиковые диаграммы делятся па простые, кластерные и стековые.
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Тема 7. Сравнение средних значений показателей в группах

Параметрические методы проверки гипотез о равенстве средних нулю
(нулевые гипотезы) предполагают нормальность распределения анализируемых переменных или остатков в моделях дисперсионного анализа,
сравнения средних в парах групп объектов и т. д. Однако условие нормальности выборки при анализе анкетной информации выполняется весьма редко. Наиболее доступным решением проблемы является создание новых переменных путем усреднения множества независимых случайных данных. По центральной предельной теореме такие переменные имеют распределение, близкое к нормальному.
На практике эти методы все же используются для больших совокупностей данных других типов распределений при условии, что они «не слишком сильно» отклоняются от нормального распределения. «Не слишком сильно» – неопределенное понятие, обычно решение принимается при рассмотрении гистограммы распределения на фоне кривой нормального распределения.
Распределение имеет длинный хвост в направлении больших доходов, нормальная кривая недостаточно хорошо огибает гистограмму. Если использовать вместо этой переменной логарифм доходов, полученный ко мандой COMPUTE lnv14 = ln(v14)., то получаем более приемлемое распределение.
Основные идеи и формулы параметрических методов анализа средних и дисперсий рассматриваются в курсе математической статистики; и здесь, по ходу изложения материала, мы коротко напомним отдельные положения этой теории.
Процедура вычисляет одномерные статистики в группах – все описательные статистики, которые вычислялись командами DESCRIPTIVES и FREQUENCIES, а также гармоническое среднее, среднее геометрическое, проценты сумм значений переменных в группах и др. – всего 20 характеристик. Поэтому имя команды MEANS (cредние) сохранилось лишь «исторически», оно пришло из ранних версий SPSS, где ее назначением, действительно, было сравнение средних. В диалоговом окне для назначения статистик используется кнопка Options. Проводится также одномерный дисперсионный анализ.
MEANS TABLES = v14 BY v11 BY v8 /CELLS MEAN STDDEV
MEDIAN COUNT /STATISTICS ANOVA.
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Тема 8. Дисперсионный анализ

Цель занятия: формирование у студентов навыков применения дисперсионного анализа данных в SPSS.

Данная процедура позволяет проводить одномерный дисперсионный анализ, ее преимущества перед командой Means в возможности исследования равенства дисперсий в группах, исследовании полиномиальных трендов, проведения множественных сравнений:
ONEWAY lnv14m BY w10 /STATISTICS HOMOGENEITY
/POSTHOC = BTUKEY SCHEFFE BONFERRONI ALPHA(.05).
Задается тестируемая переменная, служебное слово "BY", переменная группирования, список значений в скобках. Проверка однородности дисперсий задается подкомандой /STATISTICS HOMOGENEITY, множественные сравнения - подкомандой /POSTHOC = …. 


Контрасты. Контрастом называется линейная комбинация средних в группах , где . С помощью контрастов можно проверять гипотезы об определенных соотношениях между математическими ожиданиями переменной в группах. В частности, если задать ai=-aj=1, можно проверять гипотезу о равенстве i-го и j-го среднего, можно подобрать контрасты для проверки линейного или полиномиального изменения средних (см. Руководство по применению SPSS). В условиях равенства матожиданий маловероятно существенное их отклонение от нуля.
[bookmark: _Toc487345637][bookmark: _Toc487347083][bookmark: _Toc500307190]
МНОЖЕСТВЕННЫЕ СРАВНЕНИЯ
Множественные сравнения являются одной из труднейших проблем в математической статистике. В действительности при анализе данных исследователи сталкиваются с ними на каждом шагу.
Пусть, например, мы рассматриваем 100 независимых таблиц сопряженности пар переменных, отбирая среди них "интересные" для анализа с использованием критических значений хи-квадрат 5%-го уровня значимости. Тогда при отсутствии связи переменных мы будем в среднем в таких испытаниях получать 5 "интересных" (значимых) таблиц, даже если связь между всеми переменными отсутствует. Таким образом, какие бы ни были плохие данные, мы что-либо будем интерпретировать. Но при повторном сборе данных - мы можем получить противоположные результаты. Вот что значит множественные сравнения!
Сравнение групповых средних это одна из немногих задач, где удалось справиться с этой проблемой. 
Суть задачи состоит в отборе значимых различий множества пар групп, определяемых переменной группирования. Сравнение пары средних мы научились делать с помощью процедуры T-TEST и, казалось бы, можно, задавшись уровнем значимости, пропустить через этот тест все пары групп и отобрать различающиеся по за данному уровню. Однако, перебирая группы, мы перебираем множество случайных чисел, и, благодаря этому, можем наткнуться на значимое отличие с гораздо большей вероятностью, чем при рассмотрении одной пары групп. В частности, если группы независимы и не связаны с тестируемой переменной, при 10 сравнениях по уровню значимости 0.05 мы с вероятностью 1-(1-0.05)10=0.4 случайно получим хотя бы одно "значимое" различие. 
Для пояснения механизма работы тестов множественных сравнений остановимся на 3-х из 20 тестах, реализованных в SPSS.
Согласно методу Бонферрони, в случае множественных сравнений назначается более строгий уровень значимости для попарных сравнений. Он определяется так: задается уровень значимости для множественных сравнений m и в качестве попарного уровня значимости берется =(1/k)m., где k - число сравнений. Пусть Ai - событие, состоящее в том, что мы в i-том сравнении выявили существенное отличие средних, когда средние совпадают, тогда, в соответствии с заданным уровнем значимости, P{Ai}<. Ясно, что P{A1+A2+…+Ak}≤P{A1}+P{A2}+…+P{Ak}<k=m, поэтому метод Бонферрони гарантирует нас от ошибки с вероятностью, не меньшей m. В независимых сравнениях неравенство P{A1+A2+…+Ak}<k, будет выполняться почти точно, так как 1-(1-)kk. Критерий несколько жестче, чем необходимо, так как средние в группах связаны - их взвешенная сумма равна общему среднему.
Метод Шеффе построен на контрастах. С его помощью проверяется гипотеза равенства нулю сразу всех контрастов, не только тех, что сравнивают пары групп. В результате он часто оказывается еще строже, чем критерий Бонферрони. 
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Модуль 2 Применение математических методов для анализа и интерпретации эмпирической информации_2

Тема 9. Корреляционный анализ

Цель занятия: формирование практических навыков исследования взаимосвязей между переменными в программе SPSS 

Связь, которая существует между случайными величинами разной природы, например, между величиной Х и величиной Y, не обязательно является следствием прямой зависимости одной величины от другой (так называемая функциональная связь). В некоторых случаях обе величины зависят от целой совокупности разных факторов, общих для обеих величин, в результате чего и формируется связанные друг с другом закономерности. Когда связь между случайными величинами обнаружена с помощью статистики, мы не можем утверждать, что обнаружили причину происходящего изменения параметров, скорее мы лишь увидели два взаимосвязанных следствия.
Например, дети, которые чаще смотрят по телевизору американские боевики, меньше читают. Дети, которые больше читают, лучше учатся. Не так-то просто решить, где тут причины, а где следствия, но это и не является задачей статистики. Статистика может лишь, выдвинув гипотезу о наличии связи, подкрепить ее цифрами. Если связь действительно имеется, говорят, что между двумя случайными величинами есть корреляция. Если увеличение одной случайной величины связано с увеличением второй случайной величины, корреляция называется прямой. Например, количество прочитанных страниц за год и средний балл (успеваемость). Если, напротив рост одной величины связано с уменьшением другой, говорят об обратной корреляции. Например, количество боевиков и количество прочитанных страниц.

Взаимная связь двух случайных величин называется корреляцией, корреляционный анализ позволяет определить наличие такой связи, оценить, насколько тесна и существенна эта связь. Все это выражается количественно.
Как определить, есть ли корреляция между величинами? В большинстве случаев, это можно увидеть на обычном графике. Например, по каждому ребенку из нашей выборки можно определить величину Хi (число страниц) и Yi (средний балл годовой оценки), и записать эти данные в виде таблицы. Построить оси Х и Y, а затем нанести на график весь ряд точек таким образом, чтобы каждая из них имела определенную пару координат (Хi, Yi) из нашей таблицы. Поскольку мы в данном случае затрудняемся определить, что можно считать причиной, а что следствием, не важно, какая ось будет вертикальной, а какая горизонтальной.
И еще одно важное обстоятельство надо упомянуть. Поскольку мы говорим о случайных величинах, всегда существует вероятность, что замеченная нами связь - случайное обстоятельство. Причем вероятность найти связь там, где ее нет, особенно велика тогда, когда точек в выборке мало, а при оценке Вы не построили график, а просто посчитали значение коэффициента корреляции на компьютере. Так, если мы оставим всего две разные точки в любой произвольной выборке, коэффициент корреляции будет равен или +1 или -1. Из школьного курса геометрии мы знаем, что через две точки можно всегда провести прямую линию. Для оценки статистической достоверности факта обнаруженной Вами связи полезно использовать так называемую корреляционную поправку.
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Тема 10. Регрессионный анализ в прогнозировании

Цель занятия: формирование практических навыков исследования взаимосвязей между переменными в программе SPSS с применением регрессионного анализа. 

Линейный регрессионный анализ - это самый распространенный инструмент для описания связи между факторами и какой-то зависимой величиной. Как ВВП страны зависит от средней заработной платы, мировых цен на нефть и курса рубля? Такой пример из макроэкономики можно попробовать решить с помощью линейного регрессионного анализа. Как определить зависимость между погодой и количеством посетителей? Как спрогнозировать приток клиентов в зависимости от размера рекламного бюджета? Сколько времени нужно производить обжиг, чтобы достигнуть наилучшего качества?

Все эти задачи первоначально пытаются решить с помощью линейного регрессионного анализа. Покажем на конкретном примере возможности линейного оценивания.

Допустим, Вы задаетесь вопросом: как влияет рекламный бюджет на привлечение новых клиентов. Покажем на примере этой задачи возможности линейного оценивания:
Пусть мы собрали статистические данные по нашей фирме за три последних года. Обозначим за x - величину рекламного бюджета в месяц, а за y - количество новых клиентов в месяц. Последние к нам приходят иногда вне зависимости от нашей рекламы, поэтому попробуем оценить также долю таких покупателей.
Итак, наша модель имеет вид:
[image: http://www.nickart.spb.ru/images/regress1.gif]
где, а - характеризует влияние на приток покупателей рекламного бюджета и b - характеризует независимый от рекламы поток клиентов. Величина включает в себя отклонения, которые не объясняются моделью, а вызваны другими факторами (сезонность, курс доллара…).
Для оценки коэффициентов регрессионного уравнения, при определенных предпосылках, мы можем использовать метод наименьших квадратов. Тогда получим следующую модель:

[image: http://www.nickart.spb.ru/images/regress2.gif]

Как читается данная модель? При прочих равных, 3000 клиентов в месяц приходят к нам вне зависимости от наших маркетинговых акций, а каждый доллар инвестиций в рекламу дает нам в среднем 12 новых клиентов.

Однако жизнь многогранна, и в чистом виде такую модель применить можно не всегда. В таких случаях можно перейти от абсолютных значений к логарифмам. Тогда интерпретация результатов оценивания несколько меняется.

Если в результате работы с логарифмами модель будет иметь следующие оценки: а = 0.5, а b=0,02, можно предположить, что, в среднем, количество клиентов растет на 2% в месяц (даже если мы не занимаемся рекламой), а, увеличив в два раза бюджет отдела продаж, мы добьемся 50% - го увеличения числа клиентов.
Но и такая модель не всегда хорошо описывает действительность, поскольку на количество новых клиентов оказывают воздействие целый ряд факторов. Мы можем в число факторов помимо затрат на рекламу добавить переменную "ЦЕНА ПРОДУКТА". Таким образом, мы сможем изучать зависимость притока потребителей уже от двух факторов.

Применяя модель, надо обязательно проверять выполняются ли предпосыли для использования линейной модели. Если мы перешли через границы применимости используемого метода оценивания, то интерпретация полученных результатов будет некорректной.

Сформируем основные предпосылки:
1. Нулевое математическое ожидание ошибок;
2. Диагональность ковариационной матрицы ошибок;
3. Отсутствие гетероскедастичности в модели.

Нарушение любой из этих предпосылок ведет к искажению полученных результатов. Можно не обнаружить существующую зависимость или построить ложную модель. Поэтому, за кажущейся простотой метода скрывается целый комплекс проблем, неочевидных на первый взгляд.

GRM - Общая регрессионная модель
Вернемся к предыдущему примеру, в котором речь шла о рекламном бюджете. В реальной жизни достаточно наивно было бы предполагать, что успешность рекламной акции, которая планируется на завтра, не зависит от бюджета прошлых лет. Доброе имя компании формируется годами.
Однако в этой ситуации нарушается требование диаганальности ковариационной матрицы ошибок и применение метода наименьших квадратов дает не очень хорошие оценки.

Допустим также, что существует некоторое запаздывание реакции на нашу акцию, тогда можно предположить присутствие гетероскедастичности в модели.

Для работы в таких условиях рекомендуется использовать общую регрессионную модель. В чем отличие применения?
Вы получите регрессионное уравнение аналогичного вида

[image: http://www.nickart.spb.ru/images/regress5.gif]
Однако коэффициенты, скорее всего, будут отличаться от найденных для линейной регрессионной модели. Причина различия кроется в ином методе оценивания. Для построения общей регрессионной модели используется общий метод наименьших квадратов, который имеет более широкую область применения и строит хорошие модели даже при отсутствии выполнения некоторых предпосылок, указанных выше.

РЕКОМЕНДУЕМАЯ ЛИТЕРАТУРА

1. Бююль Ахим, Цёфель Петр. SPSS: Искусство обработки информации. Анализ статистических данных и восстановление скрытых закономерностей: Пер. с нем. / Ахим Бююль, Петр Цёфель— Спб.: «ДиаСофтЮП», 2012 - 608 стр. 
2. Иллюстрированный самоучитель по SPSS. (электронный ресурс: http://www.learnspss.ru/handbooks.htm)
3. Пациорковский В. В., Пациорковская В. В. SPSS для социологов. Учебное пособие.—М.: ИСЭПН РАН, 2009. — 433 с. 
4. А. Ю. Алексеева, Е. Г. Ечевская, Г. Д. Ковалева, П. С. Ростовцев. Анализ социологических данных с применением пакета SPSS. Сборник практических заданий. — Новосибирск: Редакционно-издательский центр НГУ, 2003. 
5. Robert Ho (2006). Handbook of Univariate and Multivariate Data Analysis and Interpretation with SPSS. Chapman & Hall/CRC Taylor & Francis Group. 


Тема 11. Факторный анализ

Цель занятия: формирование у студентов навыков проведения факторного анализа в SPSS. 

Факторный анализ – группа методов многомерного статистического анализа, которые позволяют представить в компактной форме обобщенную информацию о структуре связей между наблюдаемыми признаками изучаемого объекта на основе выделения некоторых непосредственно не наблюдаемых факторов.
ФАКТОРНЫЙ АНАЛИЗ — статистический метод проверки гипотез о влиянии разл. факторов на изучаемую случайную величину. Разработана и общепринята модель, при которой влияние фактора представлено в линейном виде. Процедура анализа сводится к оценочным операциям с помощью метода наименьших квадратов. В зависимости от характера исследуемых факторов выделяется 3 типа Ф. а.: дисперсионный, регрессионный и ковариационный, или корреляционный. Дисперсионный анализ вводится тогда, когда факторы подразделяются на качественные категории (напр., при изучении влияния тект. фактора можно выделить градации — мульда, крыло, свод). Регрессионный анализ используется при проверке гипотез, когда факторы охарактеризованы количественно (напр., влияние глубины залегания горизонта на содер. в руде полезного ископаемого). Ковариационный, или корреляционный, анализ применим тогда, когда часть факторов представлена в количественных, др. часть — в качественных категориях. В последние годы получила распространение модель, при которой факторы не известны. Эти факторы восстанавливаются путем разложения ковариационной, или корреляционной матрицы', фактор, выявляемый анализом, выражается линейно через первоначальные случайные величины и поэтому поддается интерпретации после его выделения. Пусть имеется п случайных величин у1, y2,...yn, которые являются линейными комбинациями с р неизвестными постоянными β1, β2,...βp: yi = х1iβ1, +х2iβ2,+...+ хPiβP,+ ei, (1)
i = 1, 2,..., п

где {хji} (j= 1,..., р; i = 1,..., п) — известные постоянные коэф.;

{ei} (i = 1,..., n) — случайные величины, иногда их интерпретируют как ошибки наблюдений.

Считаем, что ei — распределены нормально, математическое ожидание Eei = 0, i = 1, 2,..., п, E(eiej) = σ2δij, где σ2 — неизвестная константа, . Тогда дисперсионный анализ — система статистических методов обработки наблюдений, имеющих вид (1), где {xji} принимают значения 0 или 1. Здесь {хji } указывают на наличие или отсутствие влияний разл. факторов {β} при проводимых наблюдениях. Если {хji } пробегают непрерывные множества значений, то мы имеем регрессионный анализ. Здесь {хji } — независимые переменные, а {yi} — зависимые от них переменные. В случае, когда {хji } — переменные 2 видов, такой анализ называется ковариационным, или корреляционным.
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Тема 12. Кластерный анализ

Цель занятия: формирование у студентов навыков проведения кластерного анализа в SPSS.

Кластерный анализ (cluster analysis) – совокупность многомерных статистических методов классификации объектов по характеризующим их признакам, разделение совокупности объектов на однородные группы, близкие по определяющим критериям, выделение объектов определенной группы.
Кластер – это группы объектов, выделенные в результате кластерного анализа на основе заданной меры сходства или различий между объектами. Объект – это конкретные предметы исследования, которые необходимо классифицировать. Объектами при классификации выступают, как правило, наблюдения. Например, потребители продукции, страны или регионы, товары и т.п. Хотя можно проводить кластерный анализ и по переменным. Классификация объектов в многомерном кластерном анализе происходит по нескольким признакам одновременно. Это могут быть как количественные, так и категориальные переменные в зависимости от метода кластерного анализа. Итак, главная цель кластерного анализа – нахождение групп схожих объектов в выборке.
Совокупность многомерных статистических методов кластерного анализа можно разделить на иерархические методы (агломеративные и дивизимные) и неиерархические (метод k-средних, двухэтапный кластерный анализ, метод ближайших соседей). Однако общепринятой классификации методов кластерного анализа не существует, и к ним относят множество алгоритмов машинного обучения, решающих задачу разделения совокупности на однородные группы.
Метод k-средних – это метод кластерного анализа, цель которого является разделение m наблюдений (из пространства ) на k кластеров, при этом каждое наблюдение относится к тому кластеру, к центру (центроиду) которого оно ближе всего. 
В качестве меры близости используется Евклидово расстояние:
[image: http://statistica.ru/upload/medialibrary/125/image001.png]

где [image: http://statistica.ru/upload/medialibrary/928/image002.png]

Итак, рассмотрим ряд наблюдений [image: http://statistica.ru/upload/medialibrary/335/2.png].

Метод k-средних разделяет m наблюдений на k групп (или кластеров) (k ≤ m) [image: http://statistica.ru/upload/medialibrary/60a/3.png], чтобы минимизировать суммарное квадратичное отклонение точек кластеров от центроидов этих кластеров:
[image: http://statistica.ru/upload/medialibrary/6e9/image004.png]
, где [image: http://statistica.ru/upload/medialibrary/dd3/4.png]

· - центроид для кластера[image: http://statistica.ru/upload/medialibrary/c25/5.png]

Алгоритм
Итак, если мера близости до центроида определена, то разбиение объектов на кластеры сводится к определению центроидов этих кластеров. Число кластеров k задается исследователем заранее.

Рассмотрим первоначальный набор k средних (центроидов)  в кластерах . На первом этапе центроиды кластеров выбираются случайно или по определенному правилу (например, выбрать центроиды, максимизирующие начальные расстояния между кластерами).

Относим наблюдения к тем кластерам, чье среднее (центроид) к ним ближе всего. Каждое наблюдение принадлежит только к одному кластеру, даже если его можно отнести к двум и более кластерам. 

[image: http://statistica.ru/upload/medialibrary/e12/image008.png]Затем центроид каждого i-го кластера перевычисляется по следующему правилу: 

Таким образом, алгоритм k-средних заключается в перевычислении на каждом шаге центроида для каждого кластера, полученного на предыдущем шаге.

Алгоритм останавливается, когда значения не меняются: 

Важно: Неправильный выбор первоначального числа кластеров k может привести к некорректным результатам. Именно поэтому при использовании метода k-средних важно сначала провести проверку подходящего числа кластеров для данного набора данных. 

Итак, еще раз подчеркнем некоторые особенности метода k-средних:

· В качестве метрики используется Евклидово расстояние
· Число кластеров заранее не известно и выбирается исследователем заранее
· Качество кластеризации зависит от первоначального разбиения.
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Тема 13. Использование синтаксиса в статистических программах

Цель занятия: формирование у студентов представления о значении синтаксиса в программе SPSS, формирование навыков построения индексов.

Начинать своё путешествие в мир синтаксиса лучше всего с кнопки Paste, доступной в большинстве диалоговых окон графического оконного интерфейса (GUI). Насколько я себе это представляю, основная задача GUI — содействие в написании синтаксиса!
Другой вариант - отображать исполняемые инструкции в окне результатов (Output) (см. совет Ведите журнал!)
Давайте создадим наш первый синтаксис:
Используя оконное меню, загрузите файл данных employee data.sav, который входит в комплект поставки SPSS.
Используя меню редактора данных, выберите FILE>NEW>SYNTAX (это откроет новое окно синтаксиса)
Проверьте лог (журнал) в окне результатов, он должен содержать запись GET FILE='C:\Program Files\SPSS\Employee data.sav'. (Разумеется, конкретные пути в вашей системе могут быть другими). Если журнал не ведётся, обратитесь к совету Ведите журнал! за инструкциями.
Дважды щёлкните мышью на записи журнала в окне результатов (в правой части этого окна), скопируйте в буфер обмена команду GET FILE.
Вставьте её в редактор синтаксиса.
Выберите меню ANALYZE>DESCRIPTIVE>FREQUENCIES, поместите переменную jobcat в список Variable(s).
Щёлкните на кнопку Paste. Соответствующая команда появится в окне синтаксиса.
Сохраните файл синтаксиса (используя меню окна синтаксиса): FILE>SAVE (или используйте сочетание клавиш Ctrl-S)
Полезность синтаксиса сложно переоценить. Чем больше вы используете SPSS, тем чаще синтаксис будет заменять работу с меню.

Допустим, некая Мария Геннадьевна копается с меню чтобы осуществить кое-какие преобразования с данными по объёмам продаж, добавить метки переменных и значений и произвести примерно 50 различных процедур обработки. После того, как она закончит с этой работой, сценарии развития ситуации могут быть такими, например:

a) Начальник Марии Геннадьевны сочтёт результаты столь интересными, что…
- попросит проделать такой же анализ, но по отдельным филиалам
- прикажет отныне проводить такой анализ еженедельно
b) данные по продажам за некоторые периоды были пропущены (или неправильно введены), и теперь надо переделать анализ.

Если все свои операции до этого Мария Геннадьевна сохранила в файле синтаксиса, ей потребуется на переделку примерно 2-3% от того времени, которое она затратила бы, переделывая анализ «вручную» (пользуясь меню). Очевидно, таким образом, что синтаксис ведёт к громадному увеличению производительности и экономии времени.

Даже если Мария Геннадьевна и не сохранила всё в файл синтаксиса, она может этот синтаксис восстановить из отдельно ведущегося файла журнала. См страницу Syntax Editor Window на веб-сайте Центрального университета Мичигана, если не знаете, как это сделать.

Прочие преимущества использования файлов синтаксиса:

· документирование (синтаксис сам собой говорит, что было сделано, каким путём вы добились тех или иных результатов)
· воспроизводимость результатов (это следствие предыдущего: попробуйте переделать час работы через меню!)
· пакетная обработка (для затратных по времени и ресурсам задач синтаксис можно запустить на выполнения в то время, когда система более производительна)
· открывает дверь в мир макросов (ведь для работы с макросами надо сначала познакомиться с синтаксисом)
· позволяет пользоваться всеми возможностями SPSS (некоторые возможности доступны только через синтаксис)
· эффективный метод коммуникации в профессиональном сообществе (В списке рассылки SPSSX-L и новостных группах синтаксис используется как в вопросах, так и в ответах. Ответы в виде синтаксиса понятны людям, использующим локализованные версии SPSS).

РЕКОМЕНДУЕМАЯ ЛИТЕРАТУРА

1. Бююль Ахим, Цёфель Петр. SPSS: Искусство обработки информации. Анализ статистических данных и восстановление скрытых закономерностей: Пер. с нем. / Ахим Бююль, Петр Цёфель— Спб.: «ДиаСофтЮП», 2012 - 608 стр. 
2. SPSS: искусство обработки информации. Анализ статистических данных и восстановление скрытых закономерностей: Пер. с нем./ Ахим Бююль, Петер Цефель – СПб.: ООО «ДиаСофтЮП», 2002. 
3. Таганов Д.Н. SPSS: Статистический анализ в маркетинговых исследованиях. – СПб.: Питер, 2005 


Тема 14. Построение индексов на основе статистической информации

На основе субъективных показателей международной инициативы «Город, дружественный к ребенку», был построен аддитивный индекс, условно назовём его «Казахстан, дружественный к ребёнку». 
В базе данных детей 8-12 лет индекс принимает значение от 0 до 43, среднее значение индекса 33, т.е. в среднем дети называли 33 положительных пункта из 43 вопросов субъективной оценки показателей международной инициативы «Город, дружественный к ребенку». Индекс был проанализирован в разрезе социально-демографических характеристик, значимые различия наблюдаются в разрезе типа поселения и регионов. В среднем дети, проживающие в сёлах, отмечали больше положительных оценок, чем дети в городе. 
На рисунке 30 представлена карта индекса «Казахстан, дружественный к ребёнку» среди детей 8-12 лет. Красным выделены регионы, где индекс ниже, чем в среднем по стране: Атырауская, Кызылординская и Жамбылская, в этих регионах дети отмечали меньше положительных ответов, чем в среднем по стране. Жёлтым выделены регионы, где индекс средний: Акмолинская, Западно-Казахстанская, Мангистауская, Павлодарская области, города Алматы и Астана. Зелёным цветом выделены регионы, где индекс выше, чем в среднем по стране, в этих регионах дети отмечали больше положительных оценок: Костанайская, Северо-Казахстанская, Восточно-Казахстанская, Карагандинская, Южно-Казахстанская, Алматинская и Актюбинская области.
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Тема 14. Представление результатов анализа статистической информации

Графическое представление группировки. Графики часто позволяют обнаружить эффекты (как предполагаемые, так и неожиданные) быстрее, а иногда "лучше", чем численные методы. Категоризованные графики дают возможность строить графики средних, распределений, корреляций и т.д. "на пересечении" групп в соответствующих таблицах (например, категоризованные гистограммы, категоризованные вероятностные графики, категоризованные диаграммы размаха). 
Пакет SPSS for Windows обладает обширным арсеналом мощных и эффективных средств построения диаграмм. 
Наиболее часто используемые виды графиков. 
- Столбиковые диаграммы (bar graphs), или гистограммы для дискретных переменных. Эти графики применяются для отображения распределения частот встречаемости значений переменной, имеющей небольшое количество градаций. Например, с помощью столбиковой диаграммы удобно представить распределение учащихся по трем классам или по их ориентации на поступление в вузы четырех типов, и т. д. Столбиковые диаграммы делятся па простые, кластерные и стековые.
Гистограммы (histograms) внешне напоминают столбиковые диаграммы, однако, как правило, иллюстрируют распределение объектов но диапазонам значений непрерывной переменной (имеющей большое число возможных значений). С помощью гистограммы было бы удобно представить распределение учащихся но диапазонам значений успеваемости (отметки) или диапазонам тестовых значений.
- Линейные графики (line graphs) применяются для иллюстрации различных зависимостей между данными. ^ Круговые диаграммы (pie charts), как и столбиковые, зачастую применяются для иллюстрации распределений в различных категориях. ^- Парето-диаграммы (pareto charts) сочетают свойства столбиковых диаграмм и линейных графиков; при этом столбики представляют число элементов данных в различных категориях, а линии показывают накопленные частоты.
- Коробчатые диаграммы (box plots) основаны па процентилях и являются прекрасным средством отображения распределения данных. Ъ- Диаграммы рассеивания (scatter plots) часто используются для отображения корреляций между переменными. Различают простые и оверлейные диаграммы рассеивания.
- Диаграммы столбцов ошибок (error bar charts) включают столбцы, отображающие стандартную погрешность измерения или доверительный интервал для сравниваемых групп.
SPSS предоставляет дополнительную очень удобную возможность построения графиков в диалоговом режиме. В меню Graphs (Графики) имеется подменю Interactive (Интерактивные), в котором представлен широкий спектр команд, позволяющих строить диаграммы в интерактивном режиме: добавлять переменные, изменять категории данных и т. и.
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